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1 Executive Summary

The National Energy Research Scientific Computing Center (NERSC) is the primary
computing center for the DOE Office of Science, serving approximately 4,000 users and
hosting some 550 projects that involve nearly 700 codes for a wide variety of scientific
disciplines. In addition to large-scale computing resources NERSC provides critical staff
support and expertise to help scientists make the most efficient use of these resources to
advance the scientific mission of the Office of Science.

In May 2011, NERSC, DOE’s Office of Advanced Scientific Computing Research
(ASCR) and DOE’s Office of Nuclear Physics (NP) held a workshop to characterize HPC
requirements for NP research over the next three to five years. The effort is part of
NERSC’s continuing involvement in anticipating future user needs and deploying
necessary resources to meet these demands.

The workshop revealed several key requirements, in addition to achieving its goal of
characterizing NP computing. The key requirements include:

1. Larger allocations of computational resources at NERSC;
2. Visualization and analytics support; and
3. Support at NERSC for the unique needs of experimental nuclear physicists.

This report expands upon these key points and adds others. The results are based upon
representative samples, called “case studies,” of the needs of science teams within NP.
The case studies were prepared by NP workshop participants and contain a summary of
science goals, methods of solution, current and future computing requirements, and
special software and support needs. Participants were also asked to describe their
strategy for computing in the highly parallel, “multi-core” environment that is expected
to dominate HPC architectures over the next few years.

The report also includes a section with NERSC responses to the workshop findings.
NERSC has many initiatives already underway that address key workshop findings and
all of the action items are aligned with NERSC strategic plans.
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2 DOE NP Mission

The mission of the Nuclear Physics (NP) program is to discover, explore, and understand
all forms of nuclear matter. The fundamental particles that compose nuclear matter -
quarks and gluons - are relatively well understood, but exactly how they fit together and
interact to create different types of matter in the universe is still not fully explained. To
solve this mystery, NP supports experimental and theoretical research - along with the
development and operation of particle accelerators and advanced technologies - to create,
detect, and describe the different forms and complexities of nuclear matter that can exist
in the universe, including those that are no longer found naturally.

DOE supports an extensive program of experimental research in nuclear physics at the
national laboratories, which is the largest component of the Nuclear Physics effort. This
experimental work is closely coupled to a strong program of research in theoretical
nuclear physics, which has the goal of interpreting the experimental results in terms of
our current understanding of theory, and planning future experiments and facilities to
exploit advances in our understanding of the field.

In recent years, high performance computing has become remarkably important as a tool
for promoting theoretical advances in nuclear physics. Although this subject originated as
the study of atomic nuclei, over time the reach of nuclear physics has broadened
considerably, and it now encompasses the study of all forms of strongly interacting
matter. The newer topics in nuclear physics include searches for exotic phases such as the
quark gluon plasma; aspects of nuclear astrophysics, including the formation of the
heavier elements in supernovae, and the properties of condensed objects such as neutron
stars; unusual strongly interacting meson and baryon bound states of the fundamental
quarks and gluons; and the use of nuclei to search for evidence of new physics “beyond
the standard model.”

A unifying theoretical theme for nuclear physics is provided by quantum
chromodynamics (QCD); this quantum field theory describes the strong interaction of
nuclear physics in terms of relatively simple basic interactions between the fundamental
particles known as quarks and gluons. A complete solution of the equations of QCD
would in principle answer most of the outstanding questions in nuclear physics. The areas
of nuclear physics at the immediate frontier of applications of QCD are studies of
strongly interacting particles themselves (medium energy nuclear physics) and studies of
QCD phases (heavy ion collisions). Our current approach for extracting numerical
predictions from this theory uses an elegant path integral method on a spacetime lattice,
which relates QCD predictions to Monte Carlo integrals. As the extreme computational
requirements of this approach are a limiting factor, future progress in the direct solution
of QCD will depend on the scientific community having access to appropriate computing
facilities.
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In the original nuclear physics area of the properties of nuclei, which involves the study
of many-fermion bound states of neutrons and protons, the current state of the art for
extracting nuclear properties involves the use of various computational methods. These
range from direct Quantum Monte Carlo studies for smaller nuclei through the traditional
nuclear shell model for moderate sized nuclei to more phenomenological methods such as
density functional theory for the largest nuclei. In addition to determining properties of
nuclei, this area also contributes to “beyond the standard model” studies, through
predictions of transition strengths that may occur under various assumptions about
fundamental particle properties. A direct connection between this traditional “low energy
nuclear physics” area and the fundamental theory QCD may be achieved in the relatively
near future, through a realization of the “Holy Grail” of QCD-based calculations of
nuclear forces.

Finally, research in nuclear astrophysics seeks to understand the nuclear processes that
have shaped the cosmos — from the origin of the elements, the evolution of stars, and the
detonation of supernovae, to the structure of neutron stars and the nature of matter under
extreme conditions. Furthering the DOE goal of understanding the natural world,
computer simulations in these areas support DOE efforts in unraveling the origins of the
universe, the nature of dark energy and matter, and astrophysical production of exotic
nuclei, as outlined in the 2011 DOE Strategic Planf.

1 U.S. Department of Energy Strategic Plan, May 2011
(http://energy.gov/sites/prod/files/2011 DOE Strategic Plan .pdf)
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3  About NERSC

The National Energy Research Scientific Computing (NERSC) Center, which is
supported by the U.S. Department of Energy’s Office of Advanced Scientific Computing
Research (ASCR), serves more than 4,000 scientists working on over 550 projects of
national importance. Operated by Lawrence Berkeley National Laboratory (LBNL),
NERSC is the primary high-performance computing facility for scientists in all of the
research programs supported by the Department of Energy’s Office of Science. These
scientists, working remotely from DOE national laboratories; universities; other federal
agencies; and industry, use NERSC resources and services to further the research mission
of the Office of Science (SC). While focused on research that supports DOE's missions
and scientific goals, computational science conducted at NERSC spans a range of
scientific disciplines, including physics, materials science, energy research, climate
change, and the life sciences. This large and diverse user community runs hundreds of
different application codes. Results obtained using NERSC facilities are citied in about
1,500 peer reviewed scientific papers per year. NERSC activities and scientific results are
also described in the center’s annual reports, newsletter articles, technical reports, and
extensive online documentation. In addition to providing computational support for
projects funded by the Office of Science program offices (ASCR, BER, BES, FES, HEP
and NP), NERSC directly supports the Scientific Discovery through Advanced
Computing (SciDAC') and ASCR Leadership Computing Challenge” Programs, as well
as several international collaborations in which DOE is engaged. In short, NERSC
supports the computational needs of the entire spectrum of DOE open science research.

The DOE Office of Science supports three major High Performance Computing Centers:
NERSC and the Leadership Computing Facilities at Oak Ridge and Argonne National
Laboratories. NERSC has the unique role of being solely responsible for providing HPC
resources to all open scientific research areas sponsored by the Office of Science. The
Leadership Computing Facilities support a more limited number of select projects, whose
research areas may not span all Office of Science objectives and are not restricted to
mission-relevant investigations.

This report illustrates NERSC alignment with, and responsiveness to, DOE program
office needs, in this case, the needs of the Office of Nuclear Physics. The large number of
projects supported by NERSC, the diversity of application codes, and its role as an
incubator for scalable application codes present unique challenges to the center. As
demonstrated by the overall scientific productivity by NERSC users, however, the
combination of effectively managed resources and excellent user support services, the
NERSC Center continues its 35-year history as a world leader in advancing
computational science across a wide range of disciplines.

" http://www.scidac.gov
? http://science.energy.gov/~/media/ascr/pdf/incite/docs/Allocation_process.pdf
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For more information about NERSC visit the web site at http://www.nersc.gov.
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4 Workshop Background and Structure

In support of its mission and to maintain its reputation as one of the most productive
scientific computing facilities in the world, NERSC regularly collects user requirements
from a variety of sources. Methods include scrutiny of the NERSC Energy Research
Computing Allocations Process (ERCAP) allocation requests to DOE; workload
analyses; and discussions with DOE program managers and scientist customers who use
the facility.

In May 2011, the DOE Office of Advanced Scientific Computing Research (ASCR,
which manages NERSC), the DOE Office of Nuclear Physics (NP), and NERSC held a
workshop to gather HPC requirements for current and future science programs funded by
NP. This report is the result.

This document presents a number of consensus findings. The findings are based upon a
selection of case studies that serve as representative samples of NERSC research
supported by NP. The case studies were chosen by the DOE Program Office Manager
and NERSC personnel to provide broad coverage in both established and incipient NP
research areas. Since NP supports many research endeavors in these fields the case
studies presented here do not represent the entirety of NP research.

Each case study contains a description of scientific goals for today and for the future, a
brief description of computational methods used, and a description of current and
expected future computing needs. Since supercomputer architectures are trending toward
systems with chip multiprocessors containing hundreds or thousands of cores per socket
and perhaps millions of cores per system, participants were asked to describe their
strategy for computing in such a highly parallel, “multi-core” environment.

Requirements presented in this document will serve as input to the NERSC planning
process for systems and services, and will help ensure that NERSC continues to provide
world-class resources for scientific discovery to scientists and their collaborators in
support of the DOE Office of Science, Office of Fusion Energy Sciences.

NERSC and ASCR have been conducting requirements workshops for each of the six
DOE Office of Sciences offices that allocate time at NERSC (ASCR, BER, BES, FES,
HEP, and NP). The process began in May 2009 (with BER) and concluded in May 2011
(with NP). The target for science goals and computing requirements has been
approximately 2013 for the earlier workshops and 2014 for the last two.

Specific findings from the workshop follow.
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5 Workshop Demographics

5.1 Participants

Name Institution Area of Interest NERSC
Repo(s)
Nuclear Data and Nuclear Theory
L B D0ISINIE Computing; NP HPC Allocations
Yukiko Sekine DOE ASCR NERSC Program Manager
David Bruhwiler Tech-X Corp Accelerator Physics m327
m308,
Joseph Carlson LANL Low Energy Nuclear Theory mp26,
ml152
Robert Edwards Jefferson Laboratory Lattice QCD mp7
University of North
Jon Engel Carolina Low Energy Nuclear Theory m308
Richard Jones University of Connecticut B
Nuclear Theory
Daniel Kasen UC Berkeley Nuclear Astrophysics m1186
Low Energy Nuclear Theory, m308,
e N LBNL Numerical Analysis mpl27
Tomasz Plewa Florida State University Nuclear Astrophysics m461
R. Jeff Porter LBNL Heavy Ion Experiments alice
Alej andrg BNL Nuclear Data
Sonzogni
Martin Savage University of Washington Lattice QCD m747
W.I. (Chip) Watson Jefferson Laboratory Lattice QCD
Richard Gerber NERSC Workshop Facilitator
Harvey Wasserman NERSC Workshop Facilitator
Kathy Yelick NERSC NERSC Director

Large Scale Computing and Storage Requirements for Nuclear Physics



5.2 NERSC Projects Represented by Case Studies

NERSC projects represented by case studies are listed in the table below, along with the number
of NERSC hours they used in 2010. These projects accounted for 96 percent of time used by
Nuclear Physics research at NERSC that year. (The ALICE and STAR projects described in
Chapter 11 use the NERSC PDSF system, which is not allocated through the ERCAP process and
is not included in this total.) The Lattice Quantum Chromodynamics (QCD) case study included
in this report represents the needs of all six 2010 NP QCD projects at NERSC.
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NERSC
Project Principal Workshop Hours Used at
Investigator Speaker(s) NERSC in

2010

NERSC Project Title

Lattice Quantum Chromodynamics

m747,
m789,
ml02, | Hadron-Hadron Interactions with Lattice . RObeI.-t el
Martin Savage Martin Savage / 46 M
mp7, ocDh .
Chip Watson
mp133,
m762
Total of projects represented by case studies 46 M
NERSC NP Lattice QCD AY2010 Total 46 M
Percent of NERSC NP Lattice QCD represented by case studies 100%
Nuclear Astrophysics
m1186 Radzatzlon Transport of Astrophysical Daniel Kasen Daniel Kasen 2M
Explosions
m461 Sup ernova PP D 52 Tomasz Plewa Tomasz Plewa 0.94 M
Dimensions
Total of projects represented by case studies 3IM
NERSC NP Astrophysics AY2010 Total 33 M
Percent of NERSC NP Astrophysics represented by case studies 91%
Theoretical Nuclear Physics
Low-Energy Nuclear Physics National Josenh Carlson /
m308 | HPC Initiative: Building a Universal Joseph Carlson p 4.7M
Jonathan Engel

Nuclear Energy Density Functional

Structure and Reactions of Hadrons and
m94 Nuclei; Non-perturbative Solutions of James Vary Esmond Ng 34 M
Strongly Interacting Particles and Fields

Total of projects represented by case studies 8.1 M
NERSC Low Energy Nuclear Physics AY2010 Total 9.4 M
Percent of NERSC Low Energy Nuclear Physics represented by case studies 86%

Accelerator Physics

m327 | Parallel Simulation of Eleciron Cooling | 1y, 4 Brunwiler | David Bruhwiler 736,616
Physics and Beam Transport
Total of projects represented by case studies 736,616
NERSC NP Accelerators Total 819,789
Percent of NERSC Accelerators represented by case studies 90%
Heavy Ion Experiments
Data analysis and simulations for the Peter Jacobs "
RUIE | W0 e @ i 050 (LBNL) gt IR
1094 STAR l?etector Simulations and Data Grazyna Jeff Porter o
Analysis Odyniec

Total Hours Represented by All Case Studies 58 M

All NP at NERSC in 2010 60 M
Percent of NERSC NP Represented by Case Studies 96 %
Percent of Case Studies Represented by LQCD 80%
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6

6.1

Findings

Summary of Requirements

The following is a summary of consensus requirements derived from the case studies (to
be added by NERSC later). Note that many requirements are stated individually but are
in fact closely related to and dependent upon others.

6.1.1

d)

6.1.2

b)

Scientists in NP need larger allocations of computational
resources to meet key research goals in nuclear physics.

Researchers in NP anticipate needing about five billion hours of computing time
to support their research at NERSC in 2014, some 81 times more than they used
in 2010.

Lattice QCD simulations, which have very precise research goals and associated
resource needs, require greater than 90% of the estimated NP 2014 hours.

Significant NERSC resources are required to perform accelerator beam dynamics
simulations that could significantly increase the luminosity of existing or future
accelerators and reduce the time / cost required for obtaining important nuclear
physics results.

Researchers have a range of parallel processing needs that includes ensemble
processing using moderate parallelisms as well as large-scale computing that
requires the largest systems available.

Some nuclear physics simulations, particularly low energy theoretical studies will
require large memory capacity systems with a minimum of 2 GB per core in order
to carry out required studies of larger nuclei.

Visualization and data analytics remain a major challenge for
astrophysics and accelerator simulations.

Visualizing four- and six-dimensional fields will be required and researchers will
need help from NERSC analytics staff.

Useable methods for cross-correlating across large databases that may include
irregularly gridded data will be required.
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6.1.3 NERSC needs to continue providing and supporting the large-scale

a)

b)

data and processing capability required for nuclear physics
experiments.

Heavy ion experiment users have needs that differ from those of other NERSC
users in terms of account management, scientific workflow, parallelism, disk
capacity, platforms but need their processing hardware sited at NERSC to have
access to other important NERSC resources, especially HPSS.

Experimental scientists in NP require new NERSC user authorization procedures
that rely on the PI and the Virtual Organization to manage its user base in
accordance with common user agreements and practices.

Some experimental scientists in NP rely on grid infrastructure, including the Open
Science Grid (OSG) interface for grid submission of some production tasks.

Other Significant Observations

GPU-based clusters are having a profound effect on a portion of the LQCD
workload, the “analysis” phase. The increased capacity afforded by GPUs has
resulted in changes in computational workflow and a significant increase in 10
demands in both intermediate and long term storage.
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6.3 Computing Requirements

The following table lists the AY2014 computational hours required at NERSC for
research represented by the case studies in this report. “Total Scaled Requirement” at
the end of the table represents the hours needed by all 2010 NP NERSC projects if
increased by the same factor as that needed by the projects represented by the case
studies. The 81-fold increase over 2010 NERSC use is the ratio of the sum of the hours
for 2014 and 2010. Two of the Low Energy Nuclear Theory case studies, “Monte Carlo
Calculations of Nuclei and Nucleonic Matter” and “Nuclear Density Functional Theory,”
have their increase over 2010 NERSC use calculated relative to the same NERSC project,
repository m308, “Low-Energy Nuclear Physics National HPC Initiative: Building a
Universal Nuclear Energy Density Functional.”

Principal Hours Increase Over
Case Study Title Investi ‘; or Neededin 2010 NERSC
& 2014 Usage

Hadron-Hadron Interactions with .
Lattice OCD Martin Savage 4,400 M 96
St?llar l?xploszons in Three Tomasz Plewa 40 M 43
Dimensions
Radiati.ve Transfer of Astrophysical Daniel Kasen 50M 25
Explosions
Monte Carlo Calculations of Nuclei
and Nucleonic Matter JosggnCaiken UL 1
Ab initio Nuclear Structure
Calculations James Vary SOl 13
Nuclear Density Functional Theory | Jonathan Engel 105 M 22
Parallel Simulation of Electron
Cooling Physics and Beam David Bruhwiler 5M 7
Transport

Total Represented by Case Studies 4,700 M 81

Percent of NERSC NP Represented by Case Studies 97 %
All NP at NERSC Total Scaled Requirement 4,880 M
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7 NERSC Initiatives and Plans

NERSC has initiatives underway and long-term strategic plans that address some
requirements presented in this report. A brief summary of these initiatives and plans is
presented in this section.

7.1 Compute Resources

The NERSC Hopper system, a Cray XE6 with 1.3 PF/s of peak performance and 120
TF/s performance on a set of representative applications, was installed in the fall of 2010
and went into production on May 1, 2011. Hopper delivers a 4-fold increase in aggregate
application performance over the quad-core Franklin system that went into production in
mid 2009. Total allocations in 2011 and 2012 are expected to be about 1.1 billion hours
(a factor of 3.5 over 2010). NERSC has started the procurement process for a NERSC-7
system, which is expected to be available for production computing by 2014 at the latest.

The figure below, showing the historical growth of NP and overall usage at NERSC,
indicates that the need for computational hours to support NP in 2014 exceeds that
expected by the historical trend (lower black line) and approaches the total number of
hours expected at NERSC for all offices, based on current plans and funding profiles.
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NP Usage at NERSC

=&=NP Usage =d=All NERSC @ All NERSC Expected
® Workshop Requirement — Linear(NP Usage) — Linear(All NERSC)

10

>e&

Log Hours (Normalized to Franklin Cray XT4)

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Year

Total usage and NP usage at NERSC per year. The red circles represent expected number of hours at
NERSC in future years, based on expected funding. The large blue X denotes the hours needed by NP at
NERSC in 2014, based on this report.

There is currently great interest in using GPUs to accelerate computations. NERSC has
provided users with the Dirac testbed for exploring this architectural path. While there
have been successes accelerating some CPU-intensive kernels already, the NERSC user
community has told us that it is not yet prepared to make a substantial investment in a
technology that may not be appropriate for their entire workload. NERSC will be closely
monitoring these and other low-power processor and memory technologies,
communicating with vendors to help them understand the needs of the full workload, and
working with the NP community to better understand ways of adapting their algorithms
and software to future systems.

7.2 Data

NERSC plans to continue a constant investment in storage each year; at the planned
budget levels this would result in a four-fold increase in disk capacity by 2014. Based on
the findings in this report NERSC is largely on track to meet NP data requirements,
although it should be noted that some QCD projects are projecting the need for 100 TB
online quotas — which represents a 5-fold increase over today’s largest quotas versus our
expected 4-fold projected growth.
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NERSC is investing heavily in improving both capacity and bandwidth for the HPSS
archival storage system. The NERSC HPSS system is designed to accommodate 50%
growth per year in both total data transferred and stored. The system handled over 4 PB
of 10 in 2010 and grew by 2.2 PB. Additional capacity is expected to grow by a factor of
two each year for the next three to five years.

NERSC is working closely with ESnet to implement the Advanced Networking
Initiative-based 100Gb networks that will bring about significant improvement — 10X —
in data transfer rates. NERSC supports GlobusOnline and has dedicated data transfer
servers for rapid file transfers. For the foreseeable future (~five years) these capabilities
are likely to represent the primary methods for data transfer between sites.

7.3 Visualization, Data Analytics and Databases

NERSC works with NP scientists to help them visualize their datasets through the
NERSC Analytics / LBNL Visualization Group, whose services are available to NERSC
users upon request. This group is tightly coupled with the group responsible for the Vislt
interactive parallel visualization and graphical analysis tool. The collaboration helps
bring new tools into the Vislt suite, assuring the ability to handle future visualization
needs. Vislt is capable of visualizing complex 4 and 6-dimensional data fields, under the
guidance of the Analytics Group.

Recognizing the need of the community, NERSC is in the process of inaugurating a
database service that will be available to users upon request. The new service will be
similar to NERSC project directories: users will request a database via a web form and
will “own” their database instance in much the same way they own a project directory.
There will be two new nodes that provide MySQL and Postgres instances. MongoDB is
also available and is currently in use by an important materials science project.

7.4 Support for Grids and Virtual Organizations

NERSC supports the Globus software stack and Open Science Grid Compute and Storage
Interfaces on all major systems, including PDSF. NERSC expects to add support for
virtual organizations in 2012.
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8 Lattice QCD for Nuclear Physics

Principal Investigators: Robert Edwards (Thomas Jefferson National Laboratory)
Martin Savage (University of Washington)
Chip Watson (Thomas Jefferson National Laboratory)

NERSC Repositories: m747, m789, m762, mp133, mp7

Contributors: William Detmold (College of William and Mary)
John Negele (MIT)
Frank Lee (George Washington University)
Huey-Wen Lin (University of Washington)
Keh-Feh Liu (University of Kentucky)
Kostas Orginos (College of William and Mary)

8.1 Summary and Scientific Objectives

The structure of the proton and neutron, and the forces between them, originates from an
underlying quantum field theory known as quantum chromodynamics (QCD). This
theory governs the interactions of quarks and gluons that are basic constituents of the
observable matter in our surrounding environment. QCD has been thoroughly tested by
experiments at high energies, giving us insight into nature’s workings over distances that
are smaller than the size of nucleons (the term used for both protons and neutrons).
However, at low energies or larger distances, the theory becomes formidable and efforts
to theoretically determine fundamental nuclear physics phenomena directly from QCD
have been met with less success. A long-standing effort of the U.S. Department of
Energy’s (DOE) Nuclear Physics program is to determine how QCD in this low-energy
regime manifests itself into the observed spectrum of hadrons and the observed nuclear
phenomena, and to use QCD to make reliable predictions for processes that cannot be
experimentally accessed.

The specific goals of Lattice QCD in nuclear physics are as follows:

1. Determine the spectrum of QCD. In addition to the excited meson and baryon
spectrum, this includes the search for exotic states that may exist. This is tied
closely to the experimental program at the Thomas Jefferson National Laboratory.

2. Determine how QCD makes hadrons and to quantify their structure. This is tied
closely to a number of experimental nuclear physics programs, and also impacts
the high-energy physics program at the LHC.

3. Determine how nuclei and their interactions emerge from QCD and develop
technology to calculate these quantities with quantifiable uncertainties. This will
allow for reliable predictions of nuclear reactions and structure that are difficult to
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measure in the laboratory, but play a role in extreme conditions in the cosmos, or
in neutron-rich environments. This includes a precise determination of the two-
nucleon, three-nucleon and multi-nucleon forces.
Quantify the connection between the underlying fundamental symmetries of
nature and experimental observables. For a number of observables that probe
fundamental aspects of nature, the strong interactions provide large, and presently
unquantified, modifications to the underlying interactions. Such modifications
can be precisely determined from Lattice QCD calculations.
Understanding and quantifying the behavior of matter under extreme conditions,
such as high temperature and high density. (This area is not being addressed by
present work at NERSC.) The relevant sub-areas of exploration with Lattice QCD
are
e Precision calculations of bulk thermodynamics
* QCD phase structure at non-zero net baryon number
* Transport coefficients of QCD and spectral functions of hadrons in
medium
* Equilibration challenge: From the Color Glass Condensate to the Quark
Gluon Plasma

Research into topics 1 — 4, above, is currently being conducted using NERSC resources.

Lattice QCD is the numerical technique in which space-time is discretized and the path-
integral that dictates the quantum-dynamics of the quark and gluon fields is evaluated by
a combination of Monte-Carlo techniques and sparse-matrix inversions. It is currently the
only known method for rigorously solving QCD. Realistic calculations with uncertainties
that can be systematically removed require highly optimized algorithms and cutting edge
high performance computing (HPC) systems such as those that currently exist and will
exist at NERSC in the near future. The current “mode of operation” in Lattice QCD is to
split the requisite tasks into two or three distinct subtasks:

1.

The generation of one or more ensembles of gauge-field configurations
(lattices). Several ensembles with different lattice spacings and volumes are
required at each given set of light-quark masses to perform the necessary
extrapolation to the continuum and to infinite volume. This has significant
resource requirements, which increase with decreasing lattice spacing, with
increasing volume and with decreasing light-quark masses. Markov Chain Monte
Carlo is used to produce the ensembles of independent gauge-field configurations
that are saved to disk and also archived for use in (multiple) subsequent
calculations. The multiple volumes and lattice spacings at a fixed quark mass
allow for the reduction in the systematic error(s) introduced by the non-zero
lattice spacing and the non-infinite volume of the gauge-fields. Gauge-field
generation typically occurs over a period of months. The generation of gauge
fields requires HPC capability facilities.
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2. Producing light-quark propagators on each gauge-field configuration. A
quark propagator calculated on a given gauge-field configuration encodes the
probability amplitude for a quark produced at one point in space-time to be found
at another point in space-time. In general, a large number of light-quark
propagators need to be determined on each gauge-field configuration. There may
or may not be some intermediate objects required for subsequent calculations
produced at the time of propagator generation (e.g., intermediate-stage hadronic
blocks). These are either saved to disk (and possibly archived) or used
immediately without being written to disk. The generation of propagators
presently requires HPC capacity facilities but can be performed equally well on
capability resources.

3. Correlation functions of quantities that will yield the desired physics are
produced from the propagators. They are produced immediately after
propagator production or from propagators that have been saved to disk or
archived. The correlation functions are written to disk, archived and moved off-
site for subsequent analysis that generally can be performed on workstations or
small local clusters. The generation of correlation functions require HPC capacity
facilities but can be performed equally well on capability resources.

The objective of the nuclear physics program at NERSC for 2011-2014 is to perform the
suite of calculations that address the science goals stated above with light-quark masses
that produce a pion with the physical mass but without strong isospin breaking and
without the complete electromagnetic interactions. Ensembles of gauge-field
configurations will be generated with a few lattice spacings and a few lattice volumes.
These, and ensembles produced elsewhere, will be used to produce the first realistic
calculations of the hadron spectrum, the structure of the hadrons, and of the forces
between two and three hadrons. Specifically, the requested HPC resources (through
2014) are required to perform the following calculations:

* photo-couplings of charmonium and light mesons

* casacade spectrum

* N* spectra — initial results

* exotic meson spectrum

* isovector formfactors of the nucleon and generalized parton distributions

* individual contributions of the up, down and strange quarks to hadronic
structure

* meson-meson interactions with precision

* nucleon-nucleon, hyperon-nucleon, hyperon-hyperon interactions and
two-body bound-states

* light nuclei — the lowest-lying states in the lightest nuclei with A<8

* neutron electric dipole moment

* constraints on physics beyond the standard model (when combined with
planned experiments)
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* the fine-tuning(s) of the nuclear reactions required for carbon-based life in
our universe

This list of calculations can be grouped together under three specific goals (discussed
above). At the physical pion mass, but in the isospin-limit and without electromagnetic
interactions, the NERSC HPC resources will result in calculations of
1. the spectrum and structure of light hadrons from QCD
2. nuclear forces and the interactions between hadrons from QCD
3. the manifestation of fundamental interactions, and possible modifications to the
standard model, in the light hadrons

Estimates of the computational resources that are required to complete these calculations,
and calculations of other important quantities, are shown in Figure 1 and in Figure 2.
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Figure 1. Estimate of the computational resources required to determine the spectrum and structure of
hadrons. [Figure is reproduced from the Scientific Grand Challenges workshop Forefront Questions in
Nuclear Science and the Role of Computing at the Extreme Scale held in 2009]
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Figure 2. Estimates of the computational resources required to calculate the two and three-body nuclear
forces. [Figure is reproduced from the Scientific Grand Challenges workshop Forefront Questions in
Nuclear Science and the Role of Computing at the Extreme Scale held in 2009]

This period (2011-2014) will also see the evolution of the currently employed Lattice
QCD codes toward deployment and production on exascale facilities (workflow, etc).
The resources provided by NERSC will be used coherently with other HPC resources
available to the nuclear physics community, such as the capacity resources provided by
USQCD at its HPC centers at the Thomas Jefferson laboratory and FermiLab, the
capability resources provided by USQCD via INCITE awards, and awards from the NSF
HPC centers (Teragrid).

A 50-fold increase in computational resources during the next three years over those of
the previous three years, corresponding to approximately 4.4 x10° core-hrs per year
(approximately 0.5 Pflop-yrs), is required for Lattice QCD to accomplish a number of
NSAC milestones during the 2011-2014 period, to complete the objectives we have
outlined in section 2, and also to contribute to other key objectives of the nuclear physics
program. These include the following:

The spectrum and properties of meson resonances. The presently observed
spectrum of QCD provides little direct evidence of the presence of gluons. However,
QCD admits the possibility of exotic mesonic states of matter in which the gluonic
degrees of freedom are explicitly exhibited, and the flux tubes excited. The search for
such states will be the subject of intense experimental effort, notably the GlueX
experiment at the 12 GeV upgrade at the Jefferson Laboratory (JLab@12GeV). The
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confrontation of the precise LQCD calculation of the spectrum with the
experimentally determined spectrum of meson resonances will provide the
culmination of the quest to understand QCD as the theory of strong interactions. The
calculation of the spectrum and properties of exotic resonances will reveal the nature
of the gluonic degrees of freedom in the spectrum, and may help elucidate our
understanding of the origin of confinement. The NSAC milestones include the 2018
milestone:

e 2018 HP15: The first results on the search for exotic mesons using photon
beams will be completed.

The structure of hadrons. LQCD will enable precision calculations of key isovector
quantities, including the nucleon axial charge, which impacts the lifetime of the
neutron, electromagnetic form factors specifying the spatial distribution of charge and
magnetization in the nucleon, moments of quark distributions measured in deep
inelastic scattering, and moments of generalized parton distributions, which are a
major focus of the experimental program at the Jefferson Laboratory. Importantly,
the NSAC milestones include the 2014 milestone:

* 2014 HPY: Perform lattice calculations in full QCD of nucleon form factors,
low moments of nucleon structure functions and low moments of generalized
parton distributions including flavor and spin dependence.

In addition, six of the twelve experimental milestones in hadron physics involve
nucleon structure observables that we will address during 2011-2014:

2012 HP7: Measure the electromagnetic excitations of low-lying baryon
states. (<2 GeV) and their transition form factors over the range Q2 = 0.1-
7 GeV? and measure the electro- and photo-production of final states with
one and two pseudoscalar mesons.

Nuclei and their interactions. LQCD calculations of three- and four-baryon systems,
such as the triton and alpha particle, will allow extraction of various three-body
interaction parameters that are currently poorly constrained (if at all) empirically. Of
particular importance is the three-nucleon interaction, which has implications to the
nuclear structure and reactions community. For the first time, the four-nucleon
system will be calculated directly from QCD. Probing this system will also provide
valuable insight into the four-nucleon interaction—something that presently cannot
be done experimentally. The impact of the above outcomes, and the research leading
up to these outcomes, are widespread. For example, currently insufficient knowledge
of the three-nucleon interaction gives the largest systematic uncertainties in nuclear
structure and reaction calculations of light nuclei. Without a better knowledge of this
interaction, absolute binding energies and level orderings of excited states of nuclei
cannot be calculated with high fidelity. This work will address at least two of the
NSAC milestones for the period 2011-2014:

* 2014 HP10 : Carry out ab initio microscopic studies of the structure and dynamics
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of light nuclei based on two-nucleon and many-nucleon forces and lattice QCD
calculations of hadron interaction mechanisms relevant to the origin of the
nucleon-nucleon interaction.

* Fundamental symmetries. Preliminary calculations of the hadronic parity-
violating part of the nuclear interaction will be obtained with these NERSC
resources. This should coincide nicely with measurements coming from
experiments at the Spallation Neutron Source at Oak Ridge National Laboratory.
Relevant NSAC milestones are:

* 2010 HIS: Achieve factor-of-five (5) improvement in theoretical uncertainties for
testing the standard model via low-energy electroweak observables.

* 2012 HI8: Perform independent measurements of parity-violation in few-body
systems to constrain the nonleptonic weak interaction.

* 2020 HI12: Obtain initial results from an experiment to extend the limit on the
electric dipole moment of the neutron by two orders of magnitude.

Given that the three currently distinct components of our lattice QCD calculations have
quite distinct computational requirements, the increased needs will be somewhat diverse.
They demand both capability (lattice production) and capacity (propagator production
and correlator production). The production during the recent years has seen the
distribution of CPU hours between capability and capacity in the ratio of 1:4
(approximately), and the disk requirements quite modest (most of the production output
is not saved — only correlators and, in some cases, small blocks are archived). During the
last year or so this distribution has been disturbed by the use of GPUs — primarily at the
JLab facility. This has reduced the resource requirements for propagator production
substantially (more than an order of magnitude). However, it has increased the disk
requirements because more than an order of magnitude more propagators are produced
that are subsequently processed on non-GPU hardware (presently). Code development is
underway to port the contraction code to GPUs; however, given the nature of the
contractions that must be performed, the performance that may be achieved for this part
of the calculation with GPUs is unknown.

8.2 Methods of Solution

In 2010 the “Chroma” lattice field theory code suite was ranked as the 3" code in terms
of allocated cycles at NERSC and will be discussed here. This code suite, used for lattice
QCD calculations, runs on almost all parallel machines. It was designed from the ground
up as part of the DOE SciDAC effort within the USQCD initiative. The Chroma software
system 1is built over a C++ data parallel API and implementation called QDP++. This
package provides an architectural independent programming API along with 10 support.
The Chroma suite is designed following modern software engineering programming
practices with regression tests and nightly builds. Significant effort has gone into
optimizing architecturally specific, time critical routines.
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Lattice QCD uses a four dimensional rectangular grid to represent space-time with the
grid spacing and size being input parameters of the calculation. The grid is divided into
equal domains for each processing node. The quarks are site variables, while the “gluons”
— the field configuration — are situated on the links. For a given set of input parameters of
the theory; namely the lattice spacing, volume and quark masses, an observable is
computed by averaging over all possible values of the field configurations. A Monte
Carlo method is used to produce the most important set of configurations contributing to
this average. These importance sampling methods allow for a systematically improvable
calculation of an observable.

In broad terms, there are two main classes of computations — the generation of the gauge
field configurations requiring large-scale capability resources, and the analysis of these
configurations requiring either capability or capacity resources. The “Chroma” code
suite is actually a library with parts of the code supporting both of these types of
calculations.

Field configurations are generated by a molecular dynamics evolution of the gauge field
through an artificial simulation time. The time consuming part of the calculation is the
computation of the force coming from the dynamical quark fields, which is a non-local
force involving the gluon fields. Computations of this force require the solution of large
sparse linear systems of equations; namely, the solution of a Hermitian positive-definite
sparse matrix problem.

Significant effort, as a part of the USQCD SciDAC initiative, has gone into better
mathematical formulations of the gauge updating — a Hamiltonian integrator. The
formulation of QCD, and the demands that the integrator satisfy reversibility and be area-
preserving, limit the extent to which improved mathematical formulations can be
borrowed from standard ODEs. Nevertheless, over the last few years, improved methods
have resulted in about a factor of ten increase in the performance of the integrator.

Once the gauge field configurations are computed and stored, subsequent calculations of
observables will typically be dominated in cost by repeated solution of these matrix
problems. Some calculations may involve the intermediate storage of large files scaling
with the lattice volume. These files are later staged back in and processed into numerous,
but smaller files.

Lattice grid sizes in use now range up to 40x40x40x256. The gauge field variables on
each link are 3x3 complex matrices, and the site variables — the quarks - are represented
as 3x4 complex matrices.

The Chroma codes can be compiled in several architectural modes supporting a hybrid
communications and threads model. The parallel version is built over a communications
package called QMP that was developed as a part of the USQCD SciDAC effort. This
communication package is implemented in MPI as well as other architecturally specific
hardware communication variants. The thread model is implemented in either OpenMP
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as well as a package called QMT that was also developed as a part of SciIDAC. The QMT
package has been implemented in Pthreads with architecturally specific thread semaphore
routines that are found to outperform OpenMP on some platforms. The choice of
computational model is usually suggested by the hardware architecture.

Gauge generation on the largest grid size, 40"3x256, utilizes 40k cores on the JaguarPF
system at ORNL. The hybrid QMP/QMT model, implemented as MPI/threads, is
essential to achieve the best performance. Further analysis jobs are using 10k and 20k
cores on the XE6 at NERSC. Gauge generation on the Bluegene/P at ANL typically uses
32k cores.

The deployment of large GPU-based commodity clusters at many sites, including the
large cluster at Jefferson Lab within the USQCD facilities project, is having a profound
impact on the analysis phase of lattice QCD calculations. The Jefferson Lab GPU cluster
has about 100 Teraflops of sustained performance on lattice QCD benchmark. This
resource, mostly utilized for matrix problem solutions, equals that available to all of
lattice QCD within the US on leadership class machines. Many of the jobs are using a
parallel version of a matrix solver, running typically over 4 to 16 GPUs, with 4 GPUs per
compute node. This shift to using GPUs has impact on lattice QCD workflows, and
groups have to restructure accordingly. As DOE leadership facilities deploy GPU
clusters, it is expected that their usage as a capacity based resource will increase.

The increased capacity afforded by GPUs has resulted in a significant increase in 10
demands in both intermediate and long term storage. Intermediate datasets are
approaching 1 TB. Parallel and global file systems available to hold longer term datasets,
are being used. A common such system is Lustre, but other HPSS systems can be used.

8.3 HPC Requirements

Lattice QCD calculations at the physical pion mass limit are required to achieve the
scientific milestones of nuclear physics outlined above. They will remove the dominant
systematic error resulting from the extrapolation in the light quark masses that is present
in current calculations. The 4.4 B core-hour resource estimate shown in Figure 3 as the
lower red (darker) star, corresponds to the production of an ensemble of 1,000 gauge-
fields with physical volume of 6°x12 fm® and its subsequent analysis. The cost for
generating this gauge ensemble is 0.1 PF-yr, and with the subsequent analysis at a 1:4
relative resource requirement, the total requirement will be ~0.5 PF-yr, or approximately
4.4 B core-hours.
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Figure 3: Estimates of compute resources requirements to generate gauge field configurations circa
2009. The lower red (darker) star shows the resources required to generate a single ensemble of gauge-
field configurations and perform the necessary analysis. The upper red (lighter) star denotes the cost of
generating and analyzing a second ensemble with a smaller lattice spacing.

Removing the systematic error resulting from the finite lattice spacing will require
calculations at more than one lattice spacing, along with an extrapolation to the
continuum. The generation of one ensemble at the selected second lattice spacing, and its
subsequent analysis, will require approximately 44 B core-hours, as shown by the upper
(lighter) red star in Figure 3. The continuum extrapolation will parametrically reduce the
lattice-spacing error, and can be further refined by calculations in further lattice
ensembles. The effects of the finite lattice volume are exponentially suppressed with
lattice size and are predicted to be small in these ensembles.

8.3.1 Computational and Storage Requirements Summary

Current (NERSC 2010) 2014 Requirement

Computational Hours 73 M core-hours 4.4 B core-hours
Parallel Concurrency in >50 K ~ 128K
typical production run
Wall Hours per Run 12-24 12-24
Aggregate Memory 1 TB 2TB
Memory per Core < 1.0 GB <1.0GB
I/O per Run Needed 10 GB (input) and 200 GB 50 GB (input) and 5 TB
(output) (output)
On-Line Storage Needed 20 TB and 100K files 100 TB and 1K files
Archival Storage Needed 100 TB 0.5 PB and 1M files
Data Transfer Needed 1 TB per month 2 TB per month
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8.4 Support Services and Software

USQCD codes rely on the LAPACK and BLAS software libraries, but not much beyond
these. Useful services can extend to training workshops or NDA access to new emerging
architectural systems. Typically, there is not a need for significant amounts of consulting
or training.

On-line disk storage and long-term tape storage demands are increasing with more
ambitious analysis campaigns. Access to global file systems is a benefit, as well as the
short-term storage of large datasets on the order of a few TB.

8.5 Emerging HPC Architectures and Programming Models

The development of a domain-decomposed formulation of the gauge field integrators as
well as inverters is precisely aimed at large scale heterogeneous systems. Crucial to these
methods is the importance of the characteristic length scale within QCD. This length
scale, basically the distance for confinement of quarks within QCD, indicates the minimal
size by which domains of space-time can be decomposed and isolated from other
domains. These domains of space can be allocated to a computational node with fast local
communications (say through memory), but relatively slow off-node communications.
This situation is quite characteristic of GPU embedded accelerators.

The demonstration of the high performance of a simple Schwarz-based decomposed
solver on a commodity GPU cluster scaling up to 256 GPUs with a total sustained
performance of ~20 Teraflops (equivalent to ~25K cores on Hopper) is a strong
indication that such decomposition techniques are appropriate. More refined
decomposition methods, involving multi-grid based methods, can be expected to yield
even more improvements in performance. These developments will significantly improve
analysis job performance and throughput.
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Figure 3. Left: sustained strong scaling performance in GFLOP/s of a Wilson-clover mixed precision
BiCGstab and GCR-DD linear system solvers. Right: sustained strong scaling time to solution in seconds
for the same solvers. [Figure is reproduced Scaling Lattice QCD beyond 100 GPU-s, authors R.
Babich, M. Clark, B. Joo, G. Shi, R. Brower, S. Gottlieb, submitted to SC11.]
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To best utilize such large scale heterogeneous systems for gauge generation, further
mathematical and algorithm developments with the concomitant software development
are required. The Schwarz-based decomposed algorithm has been extended to gauge
generation methods as shown by Luscher. These techniques will be incorporated into the
USQCD gauge generation code suites; namely, into Chroma, and the hope is that gauge
generation throughput will be substantially improved. The GPU based commodity
clusters that are available today, provide a test-bed for such development efforts. In
addition, the development of a heterogeneous aware data-parallel computing interface
(QDP++), is specifically targeted at such large-scale systems, and can be used to further
exploit the capabilities of such architectures.
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9 Astrophysics Simulations

9.1 Astrophysics Simulations Overview

Nuclear physicists seek to understand how protons and neutrons combine to form atomic
nuclei and how these nuclei have arisen during the 13.7 billion years since the birth of the
cosmos. The forces that bind protons and neutrons together into nuclei are immensely
strong, with the result that nuclear processes such as nuclear fusion and fission can
release huge amounts of energy. Nuclear scientists working in astrophysics seek to
understand the processes that have shaped the cosmos, from the origin of the elements,
the evolution of stars, and the detonation of supernovae, to the structure of neutron stars
and the nature of matter at extreme densities. Nuclear scientists have taken great strides
in nuclear astrophysics, for example by decreasing the limits of the age of the universe by
about one billion years through studies of the reaction cross sections that control
hydrogen burning in stars. The past decade has produced major advances in our
knowledge of the evolution of the universe and the origin of the elements. With these
advances, we now know that nuclear reactions on unstable nuclei are extremely important
in astrophysical environments. In some explosive situations, such as a supernova, they
dominate. Key questions of interest include:

* What is the nature of the nuclear force that binds protons and neutrons into stable
nuclei and rare isotopes?

* What is the origin of simple patterns in complex nuclei?

* What is the nature of neutron stars and dense nuclear matter?

* What is the origin of the elements in the cosmos?

* What are the nuclear reactions that drive stars and stellar explosions?
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9.2 Astrophysics Simulation Case Studies

9.2.1 Stellar Explosions in Three Dimensions

Principal Investigator: Tomasz Plewa (Florida State University)
NERSC Repository: m461

9.2.1.1 Summary and Scientific Objectives

The theory of stellar evolution of intermediate mass and massive stars predicts that such
objects typically end their lives as supernovae: some of the brightest objects observed in
the universe. The most massive stars tend to explode following a collapse of their central
regions, while others produce supernovae in the process of thermonuclear incineration of
their strongly degenerate cores. These stellar explosions involve highly nonlinear
phenomena. Studying them ultimately requires development of computer models and
execution of large-scale computer simulations. This project is aimed at obtaining
supernova explosion model observables for both core-collapse and thermonuclear events
to test predictions of stellar evolution theory and gain insights into extremely complex
basic physics processes.

In contrast to thermonuclear supernova modeling, no more than perhaps one dozen three-
dimensional core-collapse models exist. The primary difficulty here is the intrinsic
complexity of the supernova physics. Computational time used by an explosion model is
typically dominated by modeling the transport of neutrinos emitted by the forming
neutron star and their interactions with the infalling stellar envelope. A host of relevant
hydrodynamic instabilities are known at present, including the standing accretion shock
instability (SASI), and neutrino-driven convection, both of which occur during about the
first second of a supernova explosion, and which are followed by a subsequent, second
round of instabilities of the Rayleigh-Taylor, Richtmyer-Meshkov and Kelvin-Helmholtz
types on somewhat longer time scales. The best-studied example in this respect is
supernova SN 1987A.

Multidimensional models that include both a neutrino-driven initiation of the explosion
and the following shock-envelope interaction, and are evolved into the phase of
homology and beyond, when they can be more directly compared to observations, are
lacking completely. A major goal of this project is to provide this type of modeling in
three spatial dimensions in order to account for both the most relevant physics and the
proper geometry of the flow - from the early phases after core bounce until the early SN
remnant phase. In particular, in regard to SN 1987A, no successful model matching both
explosion energetics and spectral observations (high-velocity of radioactive material)
exists. We expect our current series of models to bring theory and observations into
closer agreement to help identify physics process(es) essential for explaining
observations.
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9.2.1.2 Methods of Solution

The supernova explosion models are obtained with the FLASH [1] code with the Proteus
library of physics solvers developed for efficient modeling in the area stellar astrophysics
applications. The FLASH code was developed and has been maintained at the University
of Chicago since the late 1990s. FLASH is fundamentally a 3-D, Eulerian code with an
adaptive block-structured octree grid. The mesh is based on the PARAMESH package.
The primary hydro solver of FLASH is based on the HOTB/PROMETHEUS supernova
code and uses the Piecewise Parabolic Method (PPM) to solve the compressible, inviscid
fluid flow equations. PPM is a high-resolution shock-capturing Godunov-type scheme.
FLASH provides support for self-gravity and advection of multiple nuclear species. It
also supports several nuclear reaction networks and includes realistic, stellar equation of
state. FLASH has been successfully applied to several astrophysical problems [2-5].
Preliminary validation of the code has been done in the context of the Rayleigh-Taylor
(RT) instability [5-6] and shock-induced vorticity-dominated flows [7]. Our recent
Proteus/FLASH applications include 3-dimensional simulation studies 